Chapter 20

Maximum Entropy Connections

Maximum entropy estimation of probability distributions constitutes a theoretical foundation for the Hopfield associative memory. Subject to knowledge of the first and second order statistics of a collection of binary variables, the maximum entropy distribution is the exponential of a Hopfield network's energy. In a special case, an explicit expression for the connection strengths in this maximum entropy net is given; this converges exactly to Hopfield's covariance prescription in the limit of large numbers of random patterns. This connection between probabilistic inference and neural networks gives a viewpoint on the effective assumptions and approximations being made when a Hopfield network is used as an associative memory, and motivates several modifications to the original algorithms.

This early work discusses a probabilistic view of a neural network learning algorithm that involves density modelling. It does not fall into the Bayesian framework described in the rest of this book, but it may be of interest all the same.

20.1 The Hopfield associative memory

Architecture

I will describe the simplest Hopfield network (43). The network consists of \( N \) ‘neurons’ which have binary activities \( x_i = \pm 1 \). The neurons are pairwise connected through symmetrical weights \( w_{ij} = w_{ji} \). The neurons are not connected to themselves, so \( w_{ii} = 0 \).

Dynamics

The dynamics of an individual neuron \( x_i \) depend on the value of its activation \( a_i \), which is a linear combination of the other \( x_j \):

\[
    a_i = \sum_j w_{ij} x_j + \theta_i
\]

(20.1) where \( \theta_i \) is the bias of neuron \( i \). The simplest update rule is to change the \( x_i \) asynchronously according to:

\[
    x_i(t + 1) = \begin{cases} 
        1 & \text{if } a_i(t) > 0 \\
        -1 & \text{if } a_i(t) < 0 
    \end{cases}
\]

(20.2)
Energy function

The Hopfield network has a Lyapunov function

\[ E = -\frac{1}{2} \sum_{i,j} x_i w_{ij} x_j - \sum_i \theta_i x_i, \]  

(20.3)

which is minimized by the dynamics (18.2). The network may be used as an associative memory, if there is a prescription for the parameters such that the minima of the energy function can be located at an arbitrary set of memory states \( x \).

Prescription for connection strengths

Given a set of random binary patterns \( \{ x^{(m)} \} \), \( m = 1, 2 \ldots \alpha N \), which are to be stored as memories in the network, the covariance prescription for connection strengths is

\[ w_{ij} = \langle x_i x_j \rangle - \langle x_i \rangle \langle x_j \rangle, \]

where the averages are taken over the set of memory vectors. The hope is that, given this choice of the parameters, the dynamics of the network will converge from any starting point to the nearest vector in the list of memories \( \{ x^{(m)} \} \). The capacity of the network has been studied using spin glass techniques (4), and it has been shown that this prescription stores random patterns successfully (with less than 1.5% errors) for \( \alpha \) up to \( \sim 0.14 \). Higher capacities can be achieved by more complex algorithms (31).

20.2 Maximum Entropy inference of probability distributions

Consider a world of variables \( x \) on which there is an unknown probability distribution \( p(x) \). Let the average value of various functions \( f_i(x) \) be observed, implying a set of constraints on \( p(x) \):

\[ \int f_i(x)p(x)dx = \bar{f}_i \]

(20.4)

This information only gives us partial knowledge about \( p(x) \). There are generally many probability distributions satisfying the constraints. The Maximum Entropy principle provides a criterion for choosing from those valid probability distributions a unique preferred \( p(x) \) which is maximally non-committal, including only the information provided by the constraints. Maxent chooses the \( p(x) \) that maximizes the entropy

\[ S(p(x)) = -\int p(x) \log p(x)dx \]

subject to the constraints (18.4). Introducing a Lagrange multiplier \( \alpha_i \) for each constraint and differentiating, the maximum entropy probability distribution has the form

\[ p(x) = \exp \left( \sum_i \alpha_i f_i(x) \right), \]

(20.5)

where the Lagrange multipliers are fixed by the constraints (18.4). The constraint that \( p(x) \) should be normalized introduces a factor of \( e^{\alpha_0} \) in (18.5).
20.3 Maximum entropy associative memory

In a binary world $\mathbf{x}$, assume that we have knowledge of the average value of each variable $\langle x_i \rangle$, and of the average pairwise cross-correlation $\langle x_i x_j \rangle$ between each pair of variables, or equivalently the covariance $c_{ij} = \langle x_i x_j \rangle - \langle x_i \rangle \langle x_j \rangle$. This knowledge constitutes ‘testable information’ of the form (18.4). Let us assume we have no other prior knowledge (note this means that we explicitly neglect the knowledge that the true probability distribution over the world may actually be a set of $\alpha N$ delta functions located at the ‘memories’). Then the maximum entropy probability distribution, from (18.5), has the form:

$$p(\mathbf{x}) = \exp \left( \alpha_0 + \sum_i \theta_i x_i + \frac{1}{2} \sum_{i,j} w_{ij} x_i x_j \right)$$ (20.6)

where $\theta_i$ and $w_{ij}$ are Lagrange multipliers yet to be determined. Comparing this expression with (18.3), we see that the maximum entropy probability distribution is exactly the exponential of (minus) a Hopfield network’s energy, so that that Hopfield network’s dynamics find local maxima of the maximum entropy probability distribution.

The question now to be addressed is how the parameters of the network are set by maximum entropy. There is not a closed form solution to this general problem. The solution to any instance of a maximum entropy problem can be found iteratively using the ‘Boltzmann Machine’ neural network ( ) : if $p^*(\mathbf{x})$ is the true probability distribution over $\mathbf{x}$ and $p(\mathbf{x})$ is a Boltzmann distribution $p(\mathbf{x}) = \exp (\sum_i \alpha_i f_i(\mathbf{x}))$, the Boltzmann Machine’s objective function $G = p^*(\mathbf{x}) \log p(\mathbf{x}) / p^*(\mathbf{x})$ has its maximum exactly when the Lagrange multipliers $\alpha_i$ solve the maximum entropy problem defined in section 18.2. In the special case that follows however, an explicit maximum entropy solution is possible.

**Maximum entropy connections**

Consider a set of binary variables $x_i$ which are the conditioning ‘inputs’ to a single binary ‘output’ variable $y$. Assume the average values $\langle x_i \rangle$ and $\langle y \rangle$ have been measured, and the pairwise cross-correlations $\langle x_i y \rangle$ between each $x_i$ and $y$ (but not among the $x_i$). Then the maximum entropy distribution over $(\mathbf{x}, y)$ is:

$$p(\mathbf{x}, y) = \exp \left( \alpha_0 + \theta_y y + \sum_i w_{yi} x_i y + \theta_i x_i \right)$$ (20.7)

In the language of neural networks, the output variable $y$ corresponds to a single neuron which receives connections from a collection of input neurons $x_i$. Note that under the maximum entropy distribution (18.7), the variables $x_i$ are independent given $y$, i.e. we can write: $P(y|x_i) \propto \prod_i P(x_i|y) P(y)$. This means that our neuron is a linear Bayes classifier, and the values of $w_{yi}$ and $\theta_y$ can be derived by examining Bayes’ rule and identifying the parameters with the appropriate log conditional probabilities: The log of the posterior probability ratio is:

$$\ln \frac{P(y = 1|x_i)}{P(y = -1|x_i)} = \sum_i \ln \frac{P(x_i|y = 1)}{P(x_i|y = -1)} + \ln \frac{P(y = 1)}{P(y = -1)}$$ (20.8)

We compare this with the log probability ratio from the maximum entropy expression (18.7).

$$\ln \frac{P(y = 1|x_i)}{P(y = -1|x_i)} = \sum_i 2w_{yi} x_i + 2\theta_y$$ (20.9)
Note in passing that this log probability ratio is equal to twice $a_i$, the activation (equation 18.1). The aim is now to put (18.8) into the form $\sum_i 2w_{yi}x_i + 2\theta_i$, and evaluate the maximum entropy parameters $w_{yi}$ in terms of the statistics of the memory vectors. To do this, we rewrite the term inside the summation as a linear function of $x_i$ and obtain:

$$w_{yi} = \frac{1}{4} \ln \frac{P(x_i = 1, y = 1)P(x_i = -1, y = -1)}{P(x_i = 1, y = -1)P(x_i = -1, y = 1)}$$

(20.10)

and

$$\theta_y = \frac{1}{2} \ln \frac{P(y = 1)}{P(y = -1)} + \frac{1}{4} \sum_i \ln \frac{P(x_i = 1|y = 1)P(x_i = -1|y = 1)}{P(x_i = 1|y = -1)P(x_i = -1|y = -1)}.$$  

(20.11)

The arguments thus far can be found in (, 40 ). It may be confirmed that the remaining parameters in (18.7) are:

$$\theta_i = \frac{1}{4} \ln \frac{P(x_i = 1, y = 1)P(x_i = 1, y = -1)}{P(x_i = -1, y = -1)P(x_i = -1, y = 1)}.$$  

Comparison with covariance

We now compare the expression for $w_{yi}$ (18.10) with Hopfield’s covariance expression by substituting for the covariance $c_{yi} = \langle yx_i \rangle - \langle y \rangle \langle x_i \rangle$.

Letting $p_i = P(x_i = 1)$, $q_i = P(x_i = -1)$, $p_y = P(y = 1)$ and $q_y = P(y = -1)$, and using relationships of the form $P(y = 1, x_i = 1) = p_y p_i + \frac{1}{4} c_{yi}$, we obtain:

$$w_{yi} = \frac{1}{4} \ln \left( \frac{1 + \frac{c_{yi}}{p_y p_i}}{1 - \frac{c_{yi}}{p_y p_i}} \right) \left( \frac{1 + \frac{c_{yi}}{q_y q_i}}{1 - \frac{c_{yi}}{q_y q_i}} \right)$$

(20.12)

Equation (18.12) is still exact. Now if we assume that the bits are almost independent, for example if the statistics are derived from a large number of random patterns, so that the terms $\frac{c_{yi}}{p_y p_i},$ etc. are small compared to 1, then we can Taylor expand and obtain in the weak covariance limit:

$$w_{yi} \approx \frac{1}{4} \left( \frac{1}{p_y p_i} + \frac{1}{q_y q_i} + \frac{1}{p_y q_i} + \frac{1}{q_y p_i} \right) \frac{c_{yi}}{4} = \frac{c_{yi}}{16 p_y p_i q_y q_i}$$

(20.13)

Thus if $p_i = \beta \forall i$, the maximum entropy connection strengths are to first order proportional to the covariance between units. In the case $p_i = \frac{1}{2} \forall i$, the exact expression (18.12) can be massaged into a more familiar form:

$$w_{yi} = \frac{1}{4} \ln \left( \frac{1 + c_{yi}}{1 - c_{yi}} \right) = \frac{1}{2} \ln \left( \frac{1 + c_{yi}}{1 - c_{yi}} \right) = \tanh^{-1} c_{yi}$$

(20.14)

The first order approximation to this expression is $w_{yi} = c_{yi}$, exactly as prescribed by Hopfield. But it is interesting to note that the exact expression assigns stronger than linear weights to strong covariances. This is intuitive, since if there is a perfect correlation between two variables ($c_{yi} \to 1$) then there should be an infinite weight between them to maintain that correlation.

Thus maximum entropy provides a derivation of the covariance–based associative memory. This corroborates the work of Willshaw and Dayan (112 ), who use a signal to noise criterion to derive the covariance learning rule as the optimal local rule for hetero–associative memory.
20.4 New ideas provoked by this connection

Alternative expressions for \( w_{ij} \)

The expressions for \( w_{ij} \) derived thus far apply only to a special case in which the correlations between the set of input variables were not measured. In the general case of a fully connected network where strong inter-variable correlations are measured, the maximum entropy solution for the parameters will certainly differ from the covariance prescription. However, if the statistics are generated from random patterns, it is conjectured that \( w_{ij} = c_{ij} \) remains the first order expression for the maximum entropy connections. The previous section motivates modifications to this covariance prescription, which might prove useful in cases of intermediate strength correlations; simple alternative expressions have been given in equations 18.10, 18.13 and 18.14.

Expression for bias

In the case where the bit probabilities \( p_i \) are not 0.5, the maximum entropy connection motives an expression for the bias (18.11), the leading term of which is:

\[
\theta_i = \ln \sqrt{\frac{p_i}{q_i}}.
\] (20.15)

The use of non-zero biases is discussed in (89); how (18.15) relates to that work has not been established.

Comments on the properties of the covariance prescription

It was conjectured above that when the statistics are generated from random patterns, \( w_{ij} = c_{ij} \) is the correct first order expression for the maximum entropy connections. If this conjecture is correct then some interesting insights follow.

First, the so-called ‘spurious states’ at which local minima of \( E \) appear, although those states were not in the memory set, should not be viewed as meaningless artifacts of an imperfect memory storage algorithm. Such states have been inferred to be probable states by maximum entropy’s generalization from the measured statistics.

Second, the breakdown of the Hopfield network as an associative memory above \( \alpha \approx 0.14 \) is not due to a poor approximation of maximum entropy. Indeed, as the number of random patterns stored increases, the covariances decrease as \( 1/\sqrt{\alpha N} \), so the covariance prescription is expected to approach the maximum entropy solution more closely as \( \alpha \) increases. Rather, this breakdown is due to the fact that the Hopfield net is actually solving a different problem from memorization of a list of patterns. Recall from section 18.3 that the maximum entropy derivation rested on ignoring the prior knowledge that the true probability distribution is a list of delta functions. Thus the memory works below \( \alpha \approx 0.14 \) only because of the happy coincidence that the maxima of the maximum entropy distribution happen to coincide with the memories that generated the statistics. Under this interpretation, what the work of Amit et. al. shows is that above \( \alpha \approx 0.14 \), the maxima of the maximum entropy distribution no longer coincide with those patterns — but the Hopfield network still infers the correct maximum entropy probability distribution, given the statistics it was provided with.

Choice of temperature and gain

Instead of the deterministic dynamics (18.2), stochastic dynamics are frequently considered. These generate network states \( \mathbf{x} \) according to a Boltzmann distribution \( p(\mathbf{x}) = \)
The maximum entropy equation for \( p(x) \) \((18.6)\) contains no temperature variable. Assuming again that the covariance prescription is the maximum entropy solution for \( w_{ij} \), this motivates the special status of a temperature of 1. It is interesting to note that this is the temperature above which the stochastic network’s dynamics are paramagnetic, i.e. the temperature above which the energy minima are no longer attracting ( ).

Similarly, when discrete activities are replaced by continuous valued activities representing probabilities or mean field values \((83)\), a unique value for the gain for the sigmoid transfer function is motivated. This gain will be \( O(1) \) (the precise value will depend on the details of the implementation).

Alternative procedure for memory recall from the Hopfield dynamics

Thus far this paper has related the Hopfield network to maximum entropy solely through its energy function, and little reference has been made to the dynamics that should be used to access the knowledge stored in a maximum entropy memory.

I will now suggest a procedure for memory recall that is different from the Hopfield dynamics. Assume that we are provided with a cue vector that is a corrupted version of a memory from the original statistics. Hopfield’s suggested recall procedure was to set the network off in the cue state and then let the dynamics \((18.2)\) take over. This is not a Bayesian inference procedure, and it leads to problems which indicate that improvements could be made. For example, if the memory is overloaded (i.e. more than \(0.14N\) patterns are stored), then the initial cue vector is ‘forgotten’ and the dynamics take the state of the network to an energy minimum unrelated to the cue. This is clearly not a sensible inference.

Bayesian inference about the current state of the world \( x \) is based on evaluating the posterior probability distribution, which is shaped by two competing forces: the cue vector, which gives partial information about the current state \( x \); and the prior knowledge about the statistics of the patterns, which is embodied in the net’s energy function. The log posterior is the sum of the log prior and the log likelihood term, which is separable into a sum over the variables if the noise on each cue bit is independent.

\[
\log P(x|\text{cue}) = -E(x) + \sum_i \log P(\text{cue}_i|x_i)
\]

The term inside the summation can be written as a linear function of \( x_i \). Thus the noisy cue manifests itself as a linear bias added to the energy \( E(x) \). If the bit transition probability between \( x_i \) and \( \text{cue}_i \) is \( b_i \) \((0 < b_i < \frac{1}{2})\); the bigger \( b_i \) is, the less reliable \( \text{cue}_i \) is), then the strength of this ‘applied field’ is found to be:

\[
\theta_i' = \text{cue}_i \frac{1}{2} \log \frac{1-b_i}{b_i}. \tag{20.16}
\]

If associative memory is viewed as finding the \( x \) with maximum posterior probability, this motivates the use of the network dynamics \((18.2)\) with the noisy cue applied as a sustained bias throughout recall.

As shown in equation \((18.16)\), this Bayesian approach allows the reliability of the cue to be represented quantitatively, since the strength of this bias is related to how noisy each bit of the cue is.

The idea of presenting a sustained bias during memory recall has recently appeared in the literature, without this Bayesian motivation \((27, 5, 115)\). Such procedures have been shown to enhance memory recall.
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Generalization to networks with higher than pairwise connectivity.

The expression for $w_{ij}$ (18.10) generalizes to networks with connections between more than two neurons (such networks are discussed in (91)). For example, the analogous prescription for a third-order connection is

$$\gamma_{ijk} = \frac{1}{8} \ln \frac{P(++)P(+--P(--+)P(--)}{P(++)P(+-+)P(--+)P(+-+)}$$

where $P(++) = P(x_i = -1, x_j = 1, x_k = 1)$, etc.

20.5 Comments

The maximum entropy derivation of the Hopfield energy function assumed that we were given hard constraints of the form $\langle x_i \rangle = \mu_i$. However many applications will supply us with limited amounts of data such that we have inexact knowledge of $\langle x_i \rangle$ and $\langle x_i x_j \rangle$. Hard constraints only result in the limit of an infinite amount of data or in cases where a symmetry property provides a prior constraint. For clarity I have omitted this complication from this paper. This issue can be confronted head on with a full Bayesian analysis, in which the entropy becomes the log prior, and we examine the posterior distribution over $p(\mathbf{x})$:

$$P(p(\mathbf{x})|\text{Data}) \propto P(\text{Data}|p(\mathbf{x}))e^{\alpha S(p(\mathbf{x}))}$$

However for practical purposes it is probably adequate just to take the expressions derived assuming a hard constraint and substitute in orthodox ‘robust estimators’ of the covariances.
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